Auditory event-related potentials and alpha oscillations in the psychosis prodrome: Neuronal generator patterns during a novelty oddball task
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ABSTRACT

Prior research suggests that event-related potentials (ERP) obtained during active and passive auditory paradigms, which have demonstrated abnormal neurocognitive function in schizophrenia, may provide helpful tools in predicting transition to psychosis. In addition to ERP measures, reduced modulations of EEG alpha, reflecting top-down control required to inhibit irrelevant information, have revealed attentional deficits in schizophrenia and its prodromal stage. Employing a three-stimulus novelty oddball task, nose-referenced 48-channel ERPs were recorded from 22 clinical high-risk (CHR) patients and 20 healthy controls detecting target tones (12% probability, 500 Hz; button press) among nontargets (76%, 350 Hz) and novel sounds (12%). After current source density (CSD) transformation of EEG epochs (–200 to 1000 ms), event-related spectral perturbations were obtained for each site up to 30 Hz and 800 ms after stimulus onset, and simplified by unrestricted time–frequency (TF) principal components analysis (PCA). Alpha event-related desynchronization (ERD) as measured by TF factor 610–9 (spectral peak latency at 610 ms and 9 Hz; 31.9% variance) was prominent over right posterior regions for targets, and markedly reduced in CHR patients compared to controls, particularly in three patients who later developed psychosis. In contrast, low-frequency event-related synchronization (ERS) distinctly linked to novels (260–1; 16.0%; mid-frontal) and N1 sink across conditions (130–1; 3.4%; centro-temporoparietal) did not differ between groups. Analogous time-domain CSD-ERP measures (temporal PCA), consisting of N1 sink, novelty mismatch negativity (MMN), novelty vertex source, novelty P3, P3b, and frontal response negativity, were robust and closely comparable between groups. Novelty MMN at FCz was, however, absent in the three converters. In agreement with prior findings, alpha ERD and MMN may hold particular promise for predicting transition to psychosis among CHR patients.

1. Introduction

For most individuals affected by schizophrenia, the first onset of symptoms is preceded by a prodromal period characterized by attenuated psychotic symptoms, anxiety, social and role dysfunction, and affective symptoms (Häfner et al., 2003). Early recognition of individuals who later develop psychosis holds the promise of preventing or delaying onset through early intervention (e.g., Corcoran et al., 2010). However, despite considerable efforts in studying individuals at clinical high risk (CHR) for psychosis (see Fusar-Poli et al., 2013, for a recent review), little is known about the underlying pathophysiology of emerging psychosis.

1.1. Neurophysiologic abnormalities in the psychosis prodrome

A multitude of neurophysiologic abnormalities have been documented in schizophrenia (e.g., Luck et al., 2011), some of which may potentially be used as translational biomarkers for drug discovery (e.g., Javitt et al., 2008). These abnormalities include electroencephalography (EEG) measures obtained in the time domain, notably event-related potentials (ERPs) that index neuronal functions ranging from early sensory (e.g., P1, N1) to late cognitive (e.g., P3) processing, or in the frequency domain, including power spectra that index attentional control (e.g., alpha) or binding of perceptual features (e.g., gamma). Initially, high expectations had been placed in the almost ubiquitous reduction of P3 amplitude, which has been associated with negative symptoms and may serve both as a state and trait marker of schizophrenia (e.g., Mathalon et al., 2000); however, a decrease in P3 amplitude is not specific to the disorder and is often observed, for example, in alcoholism, depression, bipolar disorder, or Alzheimer’s disease (e.g., Ford, 1999). Still, P3 reductions and other neurophysiologic deficits have also been observed in unaffected relatives and first-episode patients.
(e.g., Bramon et al., 2005; Ford, 1999; Hirayasu et al., 1998; Michie, 2001; Turetsky et al., 2000; van der Stelt et al., 2005; Winterer et al., 2003), suggesting that certain electrophysiologic measures may be candidate risk biomarkers that may identify individuals at risk for schizophrenia (e.g., Luck et al., 2011).

A promising line of research has recently implicated various neurophysiologic measures obtained during active and passive auditory paradigms as potential tools in predicting transition to psychosis (Atkinson et al., 2012; Bodatsch et al., 2011; Frommann et al., 2008; Higuchi et al., 2013; Jahshan et al., 2012; Koh et al., 2011; Murphy et al., 2013; Shaikh et al., 2012; van der Stelt et al., 2005; van Tricht et al., 2010). Interestingly, while cognitive impairments in schizophrenia are typically studied with visual paradigms (e.g., Barch and Smith, 2008; Barch et al., 2009, 2012), neurophysiologic abnormalities are often more common or more pronounced in the auditory than visual modality (e.g., Egan et al., 1994; Ford et al., 1994; Ford, 1999; Kayser et al., 2009; Pfefferbaum et al., 1989). Deficits in auditory mismatch negativity (MMN), a preattentive measure of auditory change detection, have rather consistently been found in schizophrenia (e.g., Javitt et al., 2008; Michie, 2001), and this electrophysiologic measure has been considered a promising biomarker candidate to indicate transition to psychosis (e.g., Luck et al., 2011).

In one of the first neurophysiologic studies of psychosis risk, van der Stelt et al. (2005) employed an auditory target detection (oddball) task and found that CHR patients \( (n = 10) \) had reduced P3 amplitudes at parietal, centroparietal and central scalp sites when compared with age- and sex-matched controls. In other cross-sectional studies, Bramon et al. (2008) and Ozgürdal et al. (2008) reported moderately reduced P3 in CHR patients \( (n = 35 \text{ and } n = 54, \text{ respectively}) \) when compared to controls, and Frommann et al. (2008) observed a widespread reduction of P3 in a large sample of CHR patients studied during an early \( (n = 50) \) or late \( (n = 50) \) initial prodromal state. In a longitudinal design, van Tricht et al. (2010) observed reduced target P3b in 18 CHR patients who later developed psychosis. Although none of these studies reported a reduction of auditory N1 amplitude in CHR patients, several cross-sectional studies observed reductions in MMN, showing that CHR individuals had reduced MMN amplitude to deviant tones differing from standard 1000-Hz tones in stimulus duration (Atkinson et al., 2012; Hsieh et al., 2012; Jahshan et al., 2012; Murphy et al., 2013; Shin et al., 2009). Studies that directly compared individuals with or without subsequent transition to psychosis found MMN reductions to be more severe or only present in those patients who later developed psychosis (Bodatsch et al., 2011; Higuchi et al., 2013; Shaikh et al., 2012). Brockhaus-Dumke et al. (2005) found only a non-significant MMN reduction in CHR patients, which was intermediate between controls and schizophrenia patients. As in schizophrenia, MMN deficits in CHR patients appear to be more robust for deviations in tone duration rather than pitch, and may also only be present in low but not high functioning patients (Hay et al., 2013).

Atkinson et al. (2012) also reported that an early P3 subcomponent with a frontocentral distribution, termed P3a, was reduced in CHR individuals, but this deficit was unrelated to MMN reductions. Reduced amplitudes of duration MMN and P3a have also been found in 17 first-episode patients, underscoring the potential phenotype value of both EEG measures (Hermens et al., 2010). Of interest, Salisbury et al. (2002) found reduced MMN to deviations in pitch for chronic schizophrenia \( (n = 16) \) but not for 21 first-episode patients, suggesting that MMN to deviations of tone duration reflect different aspects of neurophysiological processing. Notably, most of this ERP research in schizophrenia and CHR patients has relied on standard two-tone paradigms, but P3a is particularly evident to perceptually novel distractors embedded in a series of frequent nontarget and infrequent target stimuli, and has therefore been termed novelty P3 (Polich, 2007). In such a three-stimulus oddball task (Friedman et al., 1993), novelty P3 and P3b can be readily distinguished by their topographic differences (mid-frontocentral vs. mid-parietal maximum) and condition dependencies. Although a novelty oddball paradigm has previously been employed in schizophrenia using ERP (e.g., Mathalon et al., 2010) or functional magnetic resonance imaging (fMRI) measures (e.g., Laurens et al., 2005), with the former study failing to observe differential deficits of P3a and P3b and the latter suggesting that patients less efficiently divide processing resources between detecting and responding to the task-relevant target tones and reorienting and ignoring task-irrelevant novel sounds, to our knowledge, there are no such studies involving CHR patients.

In recent years, there has also been an increasing interest in abnormal neural oscillations in schizophrenia (e.g., Uhlhaas et al., 2008; Uhlhaas and Singer, 2010). Stimulus-induced or event-related changes in ongoing rhythmic EEG activity substantially contribute to the observed ERP components (e.g., Gruber et al., 2005; Makeig et al., 2002; Sauseng et al., 2007). Neurophysiologic techniques involving EEG or magnetoencephalography (MEG) provide high-temporal resolution and are therefore ideal for assessing oscillatory activation. However, the averaging process underlying ERPs generally prevents the study of neural oscillations (e.g., Pfurtscheller and Lopes da Silva, 1999). Several spectral decomposition approaches allow the study of event-related EEG oscillations that are poorly represented or absent in ERPs (e.g., Roach and Mathalon, 2008, for a review). Most of the time-frequency EEG research in schizophrenia has focused on high-frequency (i.e., beta and gamma) modulations (e.g., Ford et al., 2008; Spencer et al., 2003, 2004; Uhlhaas and Singer, 2010). Nonetheless, low-frequency modulations involving alpha and theta bands are associated with working memory, attention, inhibition and top-down cognitive control (Uhlhaas and Singer, 2010, for a review), functional domains that are the hallmark of cognitive impairments in schizophrenia (e.g., Barch and Smith, 2008).

Few studies in schizophrenia and individuals at risk have investigated reductions of alpha or theta activity as a function of cognitive performance. Among them, Higashima et al. (2007), using an auditory oddball paradigm, found that healthy controls showed a relative reduction in alpha power to targets compared with nontargets that was markedly reduced in schizophrenia patients. This reduction was unrelated to the observed reduction of P3 amplitude in patients, suggesting that alpha desynchronization indexes a different aspect of cognitive processing. More recently, a magnetoencephalography study by Koh et al. (2011) reported diminished alpha event-related desynchronization to target tones in 17 CHR individuals, which was intermediate between that of schizophrenia patients \( (n = 10) \) and healthy controls \( (n = 18) \).

1.2. The present study

Given prior evidence of P3a and/or P3b (e.g., Atkinson et al., 2012; Frommann et al., 2008) and alpha event-related desynchronization (Koh et al., 2011) abnormalities in CHR patients, we sought to study these time and time–frequency measures concurrently in a novelty oddball paradigm (Bruder et al., 2009). We employed a generic strategy for ERP analysis, which combines current source density (CSD) transformations of surface potentials with principal components analysis (PCA) to yield data-driven and physiologically-meaningful component estimates (e.g., Kayser and Tenke, 2003, 2006a, 2006b). This approach improves on conventional ERP analysis by obtaining unique ERP component measures that are independent of the EEG recording reference (cf. Kayser and Tenke, 2010), while also having an unambiguous polarity and sharper topography (Tenke and Kayser, 2012). This approach also addresses the spatial smearing of the EEG at scalp by volume conduction, which may lead to spurious EEG coherence (e.g., Fein et al., 1988; Guevara et al., 2005; Roach and Mathalon, 2008; Schiff, 2005), although these issues have an even wider impact on EEG spectral analysis (cf. Fig. 1 in Tenke and Kayser, 2005). For these reasons, the present study extends the temporal (e.g., Kayser and Tenke, 2006a) and frequency (e.g., Tenke and Kayser, 2005) CSD-PCA approach to time–frequency EEG analysis in an effort to confirm the MEG findings of Koh et al. (2011), which are also, by virtue of the imaging technique, unaffected.
by choice of EEG reference. However, given that our a priori hypotheses concerned alpha desynchronization, the present time–frequency analysis was restricted to low-frequency components characterizing alpha or theta, despite the ability of this unbiased, data-driven approach to concisely summarize any spectral activation pattern within the time–frequency data space.

Specifically, we hypothesized that target and novelty P3, as well as alpha event-related desynchronization following P3, would be reduced in CHR patients. While target and novelty P3 are typically observed with ERPs during a novelty oddball (e.g., Bruder et al., 2009), the CSD transform also reveals a distinct component complex that uniquely characterizes the brain's response to novel stimuli, which is obscured by volume-conducted surface potentials (Tenke et al., 2010). This sink/source complex consists of a robust vertex-maximum source with an approximate peak latency of 250 ms that we termed novelty vertex source (NVS), which is preceded by a marked negativity that we originally termed novelty N2 sink (180 ms peak latency, FCz maximum). To the extent that the NVS is linked to P3a, we also expected NVS reductions comparable to previous findings of reduced P3a in CHR patients (e.g., Atkinson et al., 2012; Hermens et al., 2010). Likewise, to the extent that the preceding novelty N2 sink is related to MMN, we anticipated deficits in novelty MMN in CHR patients. A secondary focus was whether these electrophysiologic measures may be of value for predicting transition to schizophrenia in CHR patients (e.g., Luck et al., 2011; Bodatsch et al., 2011; Higuchi et al., 2013; Shaikh et al., 2012; van Tricht et al., 2010).

2. Material and methods

2.1. Participants

The current protocol followed an odor detection task (Kayser et al., 2013) as part of a larger ERP study, with a substantial overlap of both samples (i.e., 20 CHR patients and 19 healthy participants provided valid data in both paradigms). After excluding the data of 1 patient and 1 control due to technical issues during the EEG recordings, the current sample included 22 CHR patients (15 male, 7 female) who were recruited from the Center of Prevention & Evaluation (COPE) at New York State Psychiatric Institute (NYSPI) at Columbia University. As a clinical research program, COPE evaluates and treats individuals aged between 12 and 30 years who are considered at heightened clinical risk for psychosis on the basis of attenuated psychotic symptoms and/or genetic risk in the context of functional decline, and follows the individuals for up to four years to determine transition to psychotic disorder, typically schizophrenia. As a control group, 20 healthy volunteers (13 male, 7 female) were recruited from the same source population in the New York metropolitan area. All participants received US$10/h plus an extra US$10 travel compensation for each research appointment.

Table 1 summarizes the demographic and clinical characteristics of CHR patients and healthy controls. The two groups did not differ in age (median 21.5 years), education (median 14 years), degree of right-handedness (median laterality quotient 87.5; Oldfield, 1971), or gender composition. All participants had no history of neurological illness or substance abuse and were ascertained with the Structured Interview for Prodromal Syndromes and Scale of Prodromal Symptoms (SIPS/SOPS; Miller et al., 2003). The inclusion/exclusion criteria were highly comparable to those described by Piskulic et al. (2012), including: 1) meeting criteria for at least one of three prodromal syndromes using the SIPS/SOPS; 2) no current or lifetime Axis I psychotic disorder; 3) intelligence quotient (Wechsler scales for children or adults) greater than 70; and 4) no current or past CNS disorder (medical or psychiatric) which may account for prodromal symptoms. As expected, CHR patients showed robust differences to healthy controls in all SOPS subscales (cf. Table 1), but there were no group × gender interactions or gender main effects.

The ethnic composition in both groups was representative for the New York region, including 17 Caucasian, 12 African–American, 2 Asian, and 11 individuals of more than one or unknown racial origin. The experimental protocol had been approved by the institutional review board and was undertaken with the understanding and written consent of each participant.

The current sample included three CHR patients who developed threshold psychosis as determined during the prospective follow-up by the "Presence of Psychosis" criteria in the SIPS/SOPS (cf. Miller et al., 1999, 2003). These 'converters' (1 male, 2 female) were aged 16, 23 and 27 years and had 10, 14 and 17 years of education, respectively. Their SIPS/SOPS scores (M ± SD, positive, 9.3 ± 5.0; negative, 19.0 ± 6.9; disorganization, 9.3 ± 4.0; general, 12.0 ± 1.7; global assessment of function, 40.3 ± 2.1) were largely comparable to the overall patient sample (Table 1), although converters tended to show more negative symptoms. Because findings for these CHR individuals are of particular importance for determining whether electrophysiologic measures during auditory target detection have predictive value for transition to psychosis, descriptive summaries of their data are also separately reported when appropriate below.

2.2. Stimuli and procedure

The study employed a novelty oddball task (Friedman et al., 1993; Fabiani and Friedman, 1995) as detailed in two previous reports (Bruder et al., 2009; Tenke et al., 2010) using sounds developed at the Cognitive Electrophysiology Laboratory at NYSPI (Fabiani et al., 1996). Briefly, nontarget and target tones (300 ms duration, 350 Hz and...
500 Hz frequency, 76% and 12% probability) interspersed with unique novel sounds (e.g., animals, musical instruments, etc.; 100–400 ms duration, 12% probability) were presented binaurally over headphones at 85 dB SPL in pseudorandom order (1000 ms stimulus onset asynchrony). A total of 400 trials were distributed over 8 blocks of 50 trials, each block consisting of 38 nontargets, 6 targets, and 6 novels. Participants were seated in a sound-attenuated booth and instructed to keep their eyes on a fixation cross during the task and to press a button as quickly as possible when, and only when, they heard the target tone. Response hand was counterbalanced across blocks. Participants were not informed about the novel sounds, and if they asked questions about their presence, they were reminded to respond only to the target tones.

2.3. Data acquisition, recording, and artifact procedures

EEG recording procedures are detailed in Kayser et al. (2013). Briefly, using NeuroScan software (NeuroScan, 1993), continuous EEGs were acquired at 200 samples/s with a 48-channel Grass Neurodata recording system for an expanded 10–20 system scalp montage (Pivik et al., 1993; Jurcak et al., 2007), using a nose tip reference and analog hardware settings of 10 k gain and .01–30 Hz (–6 dB/octave) band pass. Volume-conducted blink artifacts were removed from the raw EEG by spatial singular value decomposition (NeuroScan, 2003). Recording epochs of 1200 ms (200 ms prestimulus baseline) were extracted offline, tagged for A/D saturation, and digitally low-pass filtered at 50 Hz (–24 dB/octave) to remove any residual high frequency activity from the EEG that is not relevant to ERPs, including digitizer noise. Using a reference-free approach to identify residual artifacts on a channel-by-channel and trial-by-trial basis (Kayser and Tenke, 2006d), artificial surface potentials were either replaced by spherical spline interpolation (Perrin et al., 1989) using the data from artifact-free channels (i.e., when less than 25% of all EEG channels contained an artifact) or the affected trial was rejected.

Separate ERPs for nontarget, target and novel stimuli were averaged from artifact-free trials. The means for the number of trials (+SD) used to compute these ERP averages were 250.1 ± 31.7, 38.8 ± 5.6 and 34.9 ± 6.3 (nontarget, target and novel, respectively) for CHR patients, and 265.1 ± 16.6, 39.3 ± 2.6 and 36.6 ± 4.7 for healthy controls (no fewer than 20 trials per ERP), and there were no significant differences between patients and controls, F(1, 38) = 2.55, p = .12. Furthermore, a satisfactory signal-to-noise ratio for each condition was confirmed by visual inspections of the individual ERP waveforms of each participant. ERP waveforms were screened for electrolyte bridges (Tenke and Kayser, 2001), low-pass filtered at 12.5 Hz (–12 dB/octave), and baseline-corrected using the 100 ms preceding stimulus onset.

2.4. Current source density, time–frequency analysis, and principal components analysis

As in our previous study (Tenke et al., 2010), ERP waveforms were transformed into CSD estimates (µm²/cm² units, 10 cm head radius; 50 iterations; m = 4; smoothing constant λ = 10)–5 using a spherical spline surface Laplacian (Perrin et al., 1989; Kayser and Tenke, 2006a, 2006b; Kayser, 2009). For the time–frequency analyses of these data, the same transform was also applied to the single-trial EEG epochs used to compute these ERPs (averaging the CSD-transformed EEG epochs will yield identical CSD averages).

All time-locked CSD epochs for each participant and condition were imported into Eeglab (version 11.0.3.1b; Delorme and Makeig, 2004) to generate normalized time–frequency averages (function timefm). Event-related spectral perturbations (ERSP; Makeig, 1993) were obtained by computing overall fast Fourier transform (FFT) power spectra (zero-paddingle ratio of 8) relative to the pre-stimulus baseline. Relative increases (synchronization; ERS) and decreases (desynchronization; ERD) in event-related spectral power were quantified by the log10-transformed ratio of overall power and baseline power (multiplied by 10), yielding normalized ERS/ERP measures (i.e., positive or negative values) for 128 spectral frequencies (0.78125 to 100 Hz) at 200 time points (–122.5 ms to 922.5 ms) for each participant, condition, and recording site. Note that the length for the moving subwindow was set to 32 samples (2^5 = 160 ms) and padded with zeros to yield 256 samples (32 ± 8), which determined both the FFT frequency resolution (sampling frequency/number of samples = 200/256 = 0.78125) and the resulting ERP time interval (epoch start + subwindow length/2 ... epoch end subwindow length/2 = −200 + 80 ... 1000–80 = −120 ... 920 ms). These frequency-by-time (128-by-200) matrices were reduced via bilinear interpolation (Matlab function interp2.m) to 30-by-82 matrices to directly reflect spectral (1 to 30 Hz in steps of 1 Hz) and temporal (−10 to 800 ms in steps of 10 ms) ranges of interest.

To determine their common sources of variance, CSD waveforms were submitted to temporal PCA derived from the covariance matrix, followed by unrestricted Varimax rotation of the covariance loadings (Kayser and Tenke, 2003, 2006c). Using a Matlab function (appendix of Kayser and Tenke, 2003) that emulates BMDP-4M algorithms (Dixon, 1992), a temporal PCA was computed using 221 variables (time interval −100 to 1000 ms) and 6174 observations stemming from 42 participants, 3 conditions, and 49 electrode sites. A similar approach successfully determined the common sources of variance underlying the time–frequency CSD (cf. Tenke et al., 2012). Each 30-by-82 matrix was rearranged as a vector by concatenating the time vectors for each frequency, yielding a time–frequency vector of 2460 ERD/ERS values. Using the same Matlab function (appendix of Kayser and Tenke, 2003), these data (i.e., 2460 variables for 6174 observations) were then submitted to unrestricted time–frequency PCA, using the covariance matrix for factorization and Varimax rotation of the covariance loadings.2

2 The generic Matlab code can also be retrieved at URL http://psychophysiology.cpmc.columbia.edu/erpPCA.html.

3 The common practice to extract temporal and spectral PCA factors across variance structures from participants, conditions, and electrodes, using time (temporal) or frequency (spectral) values as variables, which is adopted here to expand the temporal and spectral ERP/EEG component concept (e.g., Donchin et al., 1977; Kayser and Tenke, 2003, 2005; Picton et al., 2000; Tenke and Kayser, 2005; van Boxtel, 1998) to time-frequency data, was criticized during the peer review of this article. Instead, it was suggested that submitting data from a single condition, and even a single location, may be more informative with regard to understanding the underlying neurophysiological mechanisms. However, when eliminating condition and topography, only the between–subjects variance will contribute to the extraction of a factor, which is incompatible with the intended quantification of the ERP/EEG component construct. Further, because a covariance association matrix removes the grand mean from the data, therefore factoring only the variance around the grand mean, the underlying neuronal generator activity may be completely obscured if the component of interest is equally present across individuals (i.e., the extracted factors will not represent the targeted variance).

4 Although it is commonly recommended that the number of observations should be several times the number of variables (i.e., a ratio of no less than 5:1) to obtain a stable PCA solution (e.g., Bernat et al., 2005; Chapman and McCrary, 1995; Guadagnoli and Velicer, 1988), this convention does not hold the highly-intercorrelated nature of EEG time series data into account, which renders adjacent variables (in time and/or frequency) highly redundant. We have previously found that even substantial deviations from this rule are not a problem when using unrestricted solutions for temporal PCA (Kayser and Tenke, 2003; Kayser et al., 2006), and this applies likewise to unrestricted frequency PCA (Tenke and Kayser, 2005; Tenke et al., 2011). To confirm that these considerations also hold for unrestricted time–frequency PCA, we compared the present tPCA solution to those obtained for ERSP data matrices systematically reduced to ¼ of the variables (615), thereby changing the ratio of observations to variables from about 2.5:1 to about 10:1. The first 10 factors extracted in each of these four additional tPCA solutions were virtually identical to the first 10 factors of the original tPCA solution, indicating that the unrestricted tPCA solution reported here was stable and not affected by the 2.5:1 ratio of observations to variables.
To interpret the resulting factors, their loading vectors were restored to 30-by-82 matrices to create conventional time–frequency plots. This approach, which is akin to the joint (simultaneous) extraction of stimulus- and response-locked components in the time domain (cf. Kayser et al., 2007), was preferred to a multiple-stage simplification (i.e., time and frequency) because of its simplicity and ease of interpretation, recognizing the ability of PCA to identify spectral and/or temporal processes that belong together. Similarly, noting that the specific sequence or order of variables is irrelevant for the PCA decomposition (e.g., Kayser and Tenke, 2003), Bernat et al. (2005) applied this strategy to time–frequency matrices, likewise producing factors from the vectorized matrices and, after factor restriction (Scree criterion), converting the rotated factor loadings vectors back to time–frequency matrices for easy interpretation. However, their study employed field potentials for a comparison of spectra derived from wavelets or reduced interference distributions, in contrasts to the present FFT-based ERSPs derived from CSDs. By virtue of the reference-independent Laplacian transform (see Tenke and Kayser, 2012, for a review), both the temporal (tPCA) and the time–frequency CSD factors (tfPCA) are associated with factor scores that directly reflect neuronal generator patterns at scalp. In striking contrast to surface potentials, however, CSD-PCA factors do not suffer from the interpretational ambiguity (i.e., signal location, polarity, or phase) stemming from the choice of EEG reference (e.g., Kayser and Tenke, 2010), a problem that is compounded by spectral analysis (i.e., non-linear data transformations; cf. Tenke and Kayser, 2005) and, by extension, time–frequency analysis (e.g., cf. Fein et al., 1988; Guevara et al., 2005; Schiff, 2005).

2.5. Statistical analysis

For the time domain, tPCA factor scores corresponding to CSD components previously identified for this novelty oddball paradigm (Tenke et al., 2010) were submitted to repeated measures ANOVAs with group (patients, controls) and gender (male, female) as between-subjects factors, and condition (target, novel) as a within-subjects factor (for the sake of simplicity and to increase statistical power, nontarget stimuli were not included in these analyses). The selection of recording sites for comparing experimental effects in these ANOVAs was guided by our previous findings using a 67-channel EEG montage (Tenke et al., 2010), and consisted of either midline sites or lateral, homologous recording sites over both hemispheres, and thereby adding either site, or site and hemisphere as within-subjects factors to the design. However, because recording sites were selected on the premise that they collectively represent sink or source activity associated with a given CSD component, site effects were not further pursued in these analyses. For the time–frequency domain, tPCA factor scores corresponding to CSD-ERSP components unambiguously related to alpha ERS or alpha ERD were submitted to similar repeated measures ANOVAs, selecting subsets of recording sites at which tPCA factor scores were largest and most representative of the associated CSD-ERSP component (cf. Kayser and Tenke, 2006a).

For analyses of the behavioral data, percentages of correct responses (button press to targets, no press to novels) were submitted to repeated measures ANOVA with condition as within-subjects factor, and group and gender as between-subjects factors. A d′-like sensitivity measure di (logistic distribution; Snodgrass and Corwin, 1988) was calculated from the hit rates for targets and the false alarm rates for novels and submitted to a two-way ANOVA with group and gender. This ANOVA design was also used for the mean latency of correct responses to targets.

Because the sample included almost twice as many male than female participants in each group, gender was only considered as a control factor in all statistical analyses. Simple effects (BMDP-4V; Dixon, 1992) provided a systematic means to examine sources of interactions. A conventional significance level (p < .05) was applied for all effects.

Pearson’s correlations were used to evaluate associations between the electrophysiological measures (i.e., time vs. time–frequency domain) separately for each group. For patients only, the clinical variables were also correlated with the electrophysiological measures. Given our a priori hypotheses about the direction of these associations (i.e., greater severity of symptoms coupled with reduced CSD amplitudes), one-tailed significance levels are reported for these analyses.

3. Results

3.1. Behavioral data

Participants performed well on this task (Table 2). Whereas a false alarm rate of about 10% to novels was observed in both groups, performance to targets (button press) and nontargets (correct reject) was almost perfect, yielding high sensitivity values. The mean response latency for correct button presses to targets was about 30 ms slower in CHR patients compared to healthy controls. However, there were no significant group differences in any of these performance measures (all F(1,38) ≤ 2.54, all p ≥ .12).

The three converters tended to have poorer performance to targets and novels (nontarget = 99.8 ± 0.4; target = 93.7 ± 6.3; novel = 81.3 ± 21.2; d′ = 5.22 ± 3.43) and slower (RT = 540.3 ± 82.0) but still adequate performance.

3.2. Electrophysiologic data

3.2.1. Time domain

Figs. 1 and 2 show the grand mean CSD waveforms separately for patients and controls, comparing differences between conditions. Fig. 3 directly compares the CSD waveforms of both groups for target and novel stimuli at selected midline sites. In close agreement with our previous findings for this novelty oddball paradigm (Tenke et al., 2010), N1 sinks peaking at about 135 ms over medial–central sites (C3/4) were followed by temporal N1 sinks (170 ms, T7/8) in all conditions. A novelty vertex source (NVS; 270 ms, Cz) was exclusively observed for novel stimuli. In contrast, a P3b source (380 ms, Pz) was most prominent for target stimuli, as was a response-related mid-frontal sink (FRN; 540 ms, Fz; cf. Kayser and Tenke, 2006a; Kayser et al., 2007).\(^5\) The morphology of this CSD component structure (i.e., sequence, timing and amplitudes) was highly comparable across groups.

Fig. 4 shows the time courses of factor loadings for the first six CSD factors extracted (91.7% explained variance after rotation)\(^6\) and corresponding factor score topographies for five meaningful CSD components expected for each condition. Labels reflect the peak latency

\(^5\) The acronym FRN was intentionally selected by Kayser et al. (2007), who simultaneously extracted stimulus- and response-locked CSD activity, because of its topographic similarity with other response-locked components (i.e., error-related negativity [ERN/Ne], correct response negativity [CRN/Nc], feedback-related negativity [FRN]) that are likely related to performance monitoring and evaluation (e.g., Gehring and Knight, 2000; Hoffmann and Falkenstein, 2012; Vidal et al., 2000). Whereas the characteristic focal, mid-frontal negativity (maximum at FCz) is clearly observed in response-locked ERP and CSD waveforms, it is obscured by volume conduction in stimulus-locked ERPs; however, it can still be characterized as a unique component after CSD transformation (Kayser and Tenke, 2006a, 2006b).

\(^6\) A total of 92 factors were extracted and rotated, with 84 explaining less than 1% variance.
of the factor loadings relative to stimulus onset. The extracted factors closely paralleled those of Tenke et al. (2010). A characteristic auditory N1 sink dipole generator pattern spanning the Sylvian fissure (auditory cortex) was observed over each hemisphere (most prominent for targets and novels), which merged into a systematically delayed sink over temporal sites. This temporal N1 sink was accompanied by a mid-central P2 source for nontargets, and an additional focal sink at FCz for novels (novelty MMN or novelty N2 sink; cf. Tenke et al., 2010). A robust NVS (novels only) preceded a classical P3b source with a mid-parietal maximum for targets, which included a mid-frontal P3a source, particularly for novels. As expected, a distinct FRN was seen for targets, with a peak latency of about 50-ms after the mean response latency (Table 2; cf. Kayser et al., 2007). Finally, a high-variance factor (935), with a peak latency near the end of the recording epoch, accounted for unsystematic variance associated with the baseline correction procedure (Kayser and Tenke, 2003). Almost identical topographies were observed for CHR patients and healthy controls (see Supplementary Fig. S1).

The statistical analyses for these CSD components at selected regions are summarized in Table 3, confirming the observed differences between target and novel stimuli across groups (Fig. 4). N1 sink at medial frontocentral sites (−1.23 ± 0.99 vs. −1.00 ± 1.09) and temporal N1 sink at lateral–temporal sites (−0.91 ± 1.13 vs. −0.56 ± 1.29) were larger for target than novel stimuli. In contrast, novelty MMN (0.36 ± 0.91 vs. −0.86 ± 1.59) and NVS (0.31 ± 1.24 vs. 1.58 ± 2.04) at mid frontocentral sites were effectively present for novel sounds but not for target tones (see also Fig. 3). Likewise, the mid-frontocentral portion of factor 350 (P3a) was more robust for novel (1.00 ± 1.20) than target (0.39 ± 1.07) stimuli, whereas the mid-parietal portion of factor 350 (P3b) did not differ between these two conditions. Lastly, factor 505 revealed robust condition effects in favor of target compared to novel stimuli, with greater FRN sink at mid-frontal sites (−1.56 ± 1.24 vs. −1.11 ± 1.18) and greater FRN source at centroparietal sites (1.22 ± 1.03 vs. 0.67 ± 0.72). Most importantly, these analyses revealed no significant group main effects, although there were three group × condition interactions

Fig. 1. Grand mean surface Laplacian (CSD) waveforms (−100 to 1000 ms, 100 ms pre-stimulus baseline) for 22 clinical high-risk patients comparing nontarget, target, and novel stimuli at all 49 recording sites. Horizontal and vertical electrooculograms (EOG) are shown before blink correction.
Table 3). For the temporal N1 sink, the marginal significance for this two-way interaction stemmed from greater amplitudes for targets than novels in controls ($F[1,38] = 12.2, p = .001$) but not patients ($F[1,38] < 1.0$). Also for factor 185, the greater mid-frontal sink for novels than targets (novelty MMN) was less robust for patients ($F[1,38] = 9.66, p = .004$) than controls ($F[1,38] = 35.2, p < .0001$), but there were no significant simple effects of group for targets ($F[1,38] < 1.0$) or novels ($F[1,38] = 2.54, p = .12$). For the response-related centroparietal source (factor 505), simple effects of condition were less robust for patients ($F[1,38] = 5.10, p = .03$) than controls ($F[1,38] = 25.5, p < .0001$). This group × condition interaction was further modified by a significant three-way interaction involving hemisphere, which originated from right-greater-than-left hemisphere differences in controls for novels ($F[1,38] = 5.69, p = .02$) but not targets ($F[1,38] < 1.0$), whereas the same asymmetry was present in patients for targets ($F[1,38] = 5.65, p = .02$) but not novels ($F[1,38] = 1.63, p = .21$).

3.2.2. Time–frequency domain

Fig. 5 shows the grand mean CSD-ERSP plots, arranged as topographies, for patients and controls in each condition, while Fig. 6 shows enlarged CSD-ERSP plots at sites FCz (ERS maximum) and CP2 (ERD maximum) for target and novel stimuli. For both groups, prominent ERS effects for target and novel stimuli are clearly present between 100 and 400 ms for spectra between delta and alpha frequencies (1–10 Hz), being most robust over midfrontal regions, particularly for novels. This is followed by alpha ERD effects, maximum for target stimuli beyond 400 ms, covering posterior sites but being most robust over the right centroparietal region. These alpha ERD effects were markedly reduced in patients compared to controls. However, the basic morphology of the time–frequency CSD component structure (i.e., sequence and timing across conditions) was nevertheless highly comparable across groups.

Fig. 7 shows the time–frequency matrices of factor loadings and corresponding factor score topographies for three extracted CSD factors.
Fig. 3. CSD waveforms at selected midline sites (Fz, Cz, Pz) for target and novel stimuli comparing 22 patients and 20 controls. Three prominent CSD components are labeled for novels at site Cz (NVS: novelty vertex source) and for targets at sites Pz (P3b) and Fz (FRN: frontal response negativity).

(i.e., factors 1, 2 and 6; 51.4% explained variance after rotation) that reflected meaningful alpha ERSP (for additional beta ERSP factors, see Supplementary Fig. S2; for the loadings of 15 factors explaining at least 1% variance, see Supplementary Fig. S3). In close analogy to the tPCA, factor labels were chosen to jointly reflect peak latency and frequency of the factor loadings. Similarly, the associated neuronal activation is inferred from the corresponding database, the time–frequency plots (Figs. 5 and 6), but the ERSP direction (i.e., ERS/ERD) is directly reflected by the sign of the factor scores. Note that, unlike Fig. 4B, the topographies of the tPCA factors do not directly reflect sinks and sources but rather ERS and ERD activity derived from sink and source oscillations. The positive (red-purple) areas in the factor loadings plots (Fig. 7A) indicate the time–frequency range for a given factor, for example, spanning alpha to delta frequencies (spectral peak at 9 Hz) between 400 and 800 ms (temporal peak at 610 ms) for factor 610–9 (alpha ERD). The corresponding topographies reveal at which sites (scalp regions) factor scores are increased or decreased in relation to the grand mean (removed by factoring the covariance matrix), which translates into synchronization (ERS) or desynchronization (ERD). For the alpha ERD factor, the corresponding topographies for controls reveal little ‘alpha ERD’ (i.e., alpha to theta ERD between 400 and 800 ms) for nontargets across all sites (broad orange in Fig. 7B, row 2, column 1), prominent alpha ERD for targets over parietal, particular right parietal sites (blue areas in Fig. 7B, row 2, column 2), and less alpha ERD for novels over the same right parietal region (light blue areas in Fig. 7B, row 2, column 3). By comparison, alpha ERD was notably reduced in CHR patients (blue areas in Fig. 7B, row 1, columns 2 and 3). This pattern is entirely consistent which what can be seen from the original ERSP plot for each group, condition and site (Fig. 5), but the factor scores provide a superior summary measure for this activity.

Fig. 4. (A) Factor loadings of the first six temporal PCA (tPCA) factors (with explained variance) extracted from the time-locked CSD waveforms (N = 42). Factor labels reflect the peak latency [ms] of the factor loadings. (B) CSD factor score topographies corresponding to N1 sink (135 ms peak latency of factor loading), temporal N1 sink (185 ms), novelty vertex source (NVS; 255 ms), P3b source (350 ms), and frontal response negativity (FRN; 505 ms) comparing nontarget, target and novel stimuli (pooled across all 42 participants; for separate topographies for each group, see Supplementary Fig. S1). All topographies are two-dimensional representations of spherical spline interpolations (m = 2; λ = 0) derived from the mean factors scores for each recording site.

Therefore, the first two factors clearly corresponded to the alpha ERD (factor 610–9) and the preceding ERS coincided with the N1 sink (255 ms), and the preceding ERS coincided with the N1 sink, revealing topographies that implicate synchronized activities at the defining sink/source maxima of N1 over each hemisphere (i.e., C3-TP9 and C4-TP10) for nontarget and target stimuli, and at locations with maximum temporal N1 sink activity (e.g., T8) for
novel stimuli (Fig. 7B, N1 ERS; cf. also Fig. 4B, N1). In addition to the close temporal conjunction between the tPCA and tfPCA factors associated with N1 sink and NVS, the bilateral N1 sink/source dipole pairs of grand mean CSD waveforms for targets corresponded to half-cycle sinusoids of 3.7 Hz, and the distinct sink/source sequence for novels at FCz (peaks at 190 and 285 ms) corresponded to a half-

Table 3
Summary of ANOVA F ratios performed on temporal CSD-PCA factors at selected sites.

<table>
<thead>
<tr>
<th>Variable</th>
<th>A Repeated measures designs involving lateral regions over each hemisphere</th>
<th>B Repeated measures designs restricted to midline regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>N1 sink</td>
<td>(C3/4, FC3/6)</td>
<td>(C3/4, FC3/6)</td>
</tr>
<tr>
<td>Temporal N1 sink</td>
<td>(T7/8)</td>
<td>(CP1/2, CP3/4)</td>
</tr>
<tr>
<td>FRN source</td>
<td>(CP1/2, C3/4, P3/4)</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>3.23</td>
<td>.08</td>
</tr>
<tr>
<td>G</td>
<td>9.35</td>
<td>.004</td>
</tr>
<tr>
<td>G × C</td>
<td>3.74</td>
<td>.06</td>
</tr>
<tr>
<td>H</td>
<td>4.54</td>
<td>.04</td>
</tr>
<tr>
<td>C × H</td>
<td>5.70</td>
<td>.02</td>
</tr>
<tr>
<td>G × H</td>
<td>4.13</td>
<td>.049</td>
</tr>
<tr>
<td>G × C × H</td>
<td>26.9</td>
<td>&lt;.0001</td>
</tr>
<tr>
<td>C</td>
<td>505</td>
<td></td>
</tr>
<tr>
<td>G</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G × C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>H</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C × H</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G × H</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G × C × H</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Variable</th>
<th>A Repeated measures designs involving lateral regions over each hemisphere</th>
<th>B Repeated measures designs restricted to midline regions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Novelty MMN</td>
<td>(Fz, FCz, FC1/2, Cz)</td>
<td>(Fz, FCz, FC1/2)</td>
</tr>
<tr>
<td>NVS</td>
<td>(FCz, Cz, FC1/2)</td>
<td>(AFz, Fz, FCz)</td>
</tr>
<tr>
<td>P3a</td>
<td>(Fz, P3/4, POz, CP1/2)</td>
<td>(AFz, Fz, FCz)</td>
</tr>
<tr>
<td>P3b</td>
<td></td>
<td></td>
</tr>
<tr>
<td>FRN sink</td>
<td></td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>4.29</td>
<td>.045</td>
</tr>
<tr>
<td>G</td>
<td></td>
<td></td>
</tr>
<tr>
<td>G × C</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: C: condition (target, novel); G: group (patients, controls); H: hemisphere (left, right). Only F ratios with p < .10 are reported. For all effects, df = 1, 38.

Fig. 5. Grand mean surface Laplacian (CSD) event-related spectral perturbation (ERSP) plots (−10 to 800 ms; 1 to 30 Hz) at all 49 recording sites for 22 patients (top) and 20 controls (bottom) for each condition (nontarget, target, novel). Distinct event-related synchronization (ERS) for target and novel stimuli between 100 and 400 ms is evident for both groups at anterior sites. In contrast, event-related desynchronization (ERD) is most prominent for target stimuli between 400 and 800 ms over posterior sites, and appears to be reduced for patients compared to controls.
cycle sinusoid of 5.3 Hz, thereby falling well within the dominant delta to alpha low-frequency range captured by the two corresponding ERS factors.

Despite its loadings peak frequency, the spectral composition of the alpha ERD factor revealed considerable contributions from lower frequencies (i.e., theta and delta; Fig. 7A), indicating that the event-related desynchronization of alpha and theta oscillations around 400–800 ms covaried in this paradigm for this sample of young individuals.

To corroborate the interpretation that this time–frequency component is nevertheless consistent with an alpha ERD conceptualization, an additional CSD-tfPCA solution was derived from ERSP data restricted to spectra between 8 and 30 Hz (i.e., excluding delta and theta frequencies). The resulting first five CSD-tfPCA factors were highly similar to the first five factors extracted from the original 1–30 Hz ERSP data, yielding highly correlated factor loadings ($r > .983$) and factor scores ($r > .986$) between corresponding alpha ERD and NVS ERS factors (see Supplementary Fig. S4).

The statistical analyses for the time–frequency CSD components at selected regions are summarized in Table 4. Alpha ERD at lateral centroparietal and parietal–occipital sites was significantly greater for target than novel stimuli ($-0.97 \pm 1.49$ vs. $-0.54 \pm 1.12$), and significantly reduced in patients compared to controls ($-0.48 \pm 1.21$ vs. $-1.06 \pm 1.39$). Furthermore, a highly significant main effect of hemisphere, stemming from right–greater-than–left alpha ERD ($-0.90 \pm 1.38$ vs. $-0.61 \pm 1.26$), was moderated by a robust interaction with group. Simple effects of hemisphere were highly significant in controls ($F[1,38] = 22.9, p < .0001$) but not patients ($F[1,38] < 1.0$), and simple effects of group were found for the right ($F[1,38] = 8.43, p = .006$) but not left hemisphere ($F[1,38] = 2.75, p = .11$). In contrast, no significant effects involving group or hemisphere were found for the two ERS factors, although ERS was more prominent for novel than target stimuli at mid-frontocentral sites (NVS ERS: $1.86 \pm 1.28$ vs. $1.16 \pm 1.03$) and at lateral frontocentral and temporoparietal sites (N1 ERS: $0.68 \pm 1.23$ vs. $0.38 \pm 1.22$).

To control for possible differences between groups and/or conditions in baseline power, which represents the critical variable for computing and normalizing ERS/ERD estimates (Delorme and Makeig, 2004; Makeig, 1993; Roach and Mathalon, 2008), separate repeated measures ANOVAs were performed on baseline power, which was effectively summarized by combined theta/alpha and beta activity. There were no significant group or group × condition effects in these analyses (all $F[1,38] \leq 1.57$, all $p \geq .22$).
3.2.3. Provisional observations for CHR individuals with transition to psychosis

Mean CSD waveforms and ERSP plots for the three converters are shown at selected sites in Fig. 8. Due to the extremely small subsample size, CSD waveforms were more volatile but were nevertheless characterized by robust condition effects, which included a distinct NVS for novels at Cz and a late P3b for targets with a Pz maximum (Fig. 8A). However, in striking contrast to controls and the overall sample of patients, the novelty MMN, which partially overlaps but follows N1 sink and uniquely distinguishes novel stimuli from targets.

Fig. 7. (A) Factor loadings of three time–frequency PCA (tfPCA) factors (with explained variance) extracted from the time–frequency CSD matrices (N = 42). Factor labels reflect both peak latency [ms] and peak frequency [Hz] of the factor loadings. (B) CSD factor score topographies corresponding to alpha event-related desynchronization (ERD; factor 610–9), novelty vertex source (NVS) event-related synchronization (ERS; factor 260–1), and N1 sink ERS (factor 130–1) comparing nontarget, target and novel stimuli for 22 patients and 20 controls. All topographies are two-dimensional representations of spherical spline interpolations (m = 2; λ = 0) derived from the mean factors scores for each recording site.
for the novel-minus-target difference of this measure, as well as by the Approximate Degrees of Freedom (ADF) test, a robust multivariate $F$ statistic for mixed designs when cell variances are heterogenous (Lix and Keselman, 1995).

CSD-ERSP plots were also less stable than the overall sample but nonetheless revealed similar condition effects, with greater ERS for target and particularly novel stimuli at mid-frontocentral sites compared to nontargets (Fig. 8B, row 1). However, alpha ERD over posterior sites was markedly reduced (Fig. 8B, row 2), even when compared with the overall sample of patients (cf. Fig. 6). A descriptive post-hoc ANOVA for alpha ERD (tPCA factor 185–9 at lateral centroparietal and parietal–occipital sites; cf. Table 4) yielded a significant effect of group (Table 4), but no significant group difference in alpha ERD between CHR patients and controls. This absence of alpha ERD in converters becomes particularly apparent for the novel-minus-target difference of this measure, as well as by the Approximate Degrees of Freedom (ADF) test, a robust multivariate $F$ statistic for mixed designs when cell variances are heterogenous (Lix and Keselman, 1995).

CSD-ERSP plots were also less stable than the overall sample but nonetheless revealed similar condition effects, with greater ERS for target and particularly novel stimuli at mid-frontocentral sites compared to nontargets (Fig. 8B, row 1). However, alpha ERD over posterior sites was markedly reduced (Fig. 8B, row 2), even when compared with the overall sample of patients (cf. Fig. 6). A descriptive post-hoc ANOVA for alpha ERD (tPCA factor 185–9 at lateral centroparietal and parietal–occipital sites; cf. Table 4) yielded a significant effect of group (Table 4), but no significant group difference in alpha ERD between CHR patients and controls. This absence of alpha ERD in converters becomes particularly apparent

Table 4
Summary of ANOVA $F$ ratios performed on time–frequency CSD-PCA factors at selected sites.

<table>
<thead>
<tr>
<th>Variable</th>
<th>610-9</th>
<th>260-1</th>
<th>130-1</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Alpha ERD</td>
<td>NVS ERS</td>
<td>N1 ERS</td>
</tr>
<tr>
<td></td>
<td>(CP1/2, CP5/6, P3/4, P7/8, P07/8)</td>
<td>(Fz, FCz, FC1/2, Cz)</td>
<td>(C3/4, FC5/6, T7/8, TP9/10, P7/8)</td>
</tr>
<tr>
<td>$F$</td>
<td>$p$</td>
<td>$F$</td>
<td>$p$</td>
</tr>
<tr>
<td>C</td>
<td>4.47</td>
<td>.04</td>
<td>32.3</td>
</tr>
<tr>
<td>G</td>
<td>5.63</td>
<td>.02</td>
<td>-</td>
</tr>
<tr>
<td>$G \times C$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>H</td>
<td>14.5</td>
<td>.0005</td>
<td>-</td>
</tr>
<tr>
<td>$C \times H$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$G \times H$</td>
<td>9.26</td>
<td>.004</td>
<td>-</td>
</tr>
<tr>
<td>$G \times C \times H$</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Note: C: condition (target, novel); G: group (patients, controls); H: hemisphere (left, right). Only $F$ ratios with $p < .10$ are reported. For all effects, $df = 1, 38$. - Effect not applicable.

...
when using the factor loadings as a basis for comparison (contour lines in Fig. 8B). We also note that ERS as measured by factor 260–1 was mostly present in these three individuals at delta frequencies, particularly for novels, but there was clearly a less robust extension of this ERS into the alpha spectrum.

3.2.4. Correlational findings
Significant associations were found between N1 sink and N1 ERS (135 and 130–1, each factor pooled across condition) for both patients \( r = -0.75, p < 0.0001 \) and controls \( r = -0.69, p = 0.001 \), confirming that greater N1 sink was linked to increased N1 ERS. For patients, greater FRN (505) activity was associated with increased alpha ERD (610–9) for targets, as indicated by a positive correlation for the mid-frontal sink \( r = 0.55, p = 0.008 \) and a negative correlation for the centro-parietal source \( r = -0.44, p = 0.04 \); thus, both increases in mid-frontal sink and centro-parietal sources (i.e., at either end of a sink-source dipole underlying FRN) were linked to greater alpha ERD.

Among the clinical variables considered for patients, severity of negative symptoms was correlated with reduced P3b (350) for targets \( r = -0.43, p = 0.02 \) and novels \( r = -0.53, p = 0.005 \), and reduced FRN (505) source at centro-parietal sites for targets was correlated with severity of general symptoms \( r = -0.47, p = 0.01 \) and poorer global assessment of function \( r = 0.37, p = 0.05 \). Reduced N1 ERS was associated with severity of negative symptoms (for targets, \( r = -0.50, p = 0.008 \) and poorer global assessment of function (for targets, \( r = 0.46, p = 0.02 \); for non-targets, \( r = 0.47, p = 0.01 \).

4. Discussion
CHR patients and healthy controls showed highly comparable auditory target detection performance during a novelty oddball task, and both groups had robust auditory ERPs that did not differ in morphology, amplitude, or topography. Importantly, the observed ERP/CSD component structure to frequent, target and novel stimuli in both groups directly replicate our previous findings for this paradigm used a CSD-PCA approach (Tenke et al., 2010). In close agreement with prior MEG findings for 17 ultra-high-risk subjects performing an auditory oddball task (Koh et al., 2011), CHR patients showed prominent abnormalities of evoked alpha activity to infrequent task-relevant target and task-irrelevant novel stimuli. The parietal alpha suppression, which prominently followed a mid-parietal target P3b in healthy controls, was markedly reduced in CHR patients, particularly over the right hemisphere. The Koh et al. (2011) study found this abnormal alpha modulation in CHR patients to be intermediate between groups of 18 healthy controls and 10 schizophrenia patients, suggesting that impaired alpha ERD may present a possible risk indicator for the development of schizophrenia. The present findings support this notion in that all three patients who later developed schizophrenia showed even more pronounced reductions of alpha ERD than the entire group of CHR patients. Koh et al. did not specify alpha ERD reductions for three individuals who made a transition to psychosis within a two-year follow-up period.

Event-related modulation of alpha has been hypothesized to reflect inhibitory cortical control processing (e.g., Uhlhaas and Singer, 2010), with alpha desynchronization indicative of the release of cortical inhibition associated with a task-related coordinated activation of cortical networks (Klimesch et al., 2007). In this case, the reduced alpha ERD in schizophrenia and CHR patients may reveal cognitive deficits of top-down processing (Koh et al., 2011). Interestingly, another recent MEG study (Popov et al., 2012) found that alpha desynchronization normalized in schizophrenia after cognitive training and was associated with improved verbal memory performance. While it may be objected that impairments of alpha ERD were seen for both types of infrequent events, despite being more pronounced for the active response condition, successful performance on the current task involved responding to infrequent target tones and inhibiting a response to infrequent novel sounds, thereby demanding top-down attentional control for both types of events. Notably, these oscillatory deficits were not observed with ERP measures in the time domain, which are considered complementary to ERSP measures in the time–frequency domain (e.g., Makeig et al., 2002). Fittingly, no group differences were found for two alpha/theta ERS components that were clearly linked to N1 sink and NVS activity in the time domain. Thus, the parallel analyses of ERP and ERSP measures may be particularly helpful for understanding cognitive deficits and their electrophysiological correlates in individuals at-risk for psychosis.

Low-frequency oscillations in the alpha and theta range have also been associated with default mode network (DMN) activity (e.g., Scheeringa et al., 2008; Laufs et al., 2006), and group differences in top-down control may also be related to differences in DMN activity. However, it is not likely that mere differences in...
DMN activity account for the observed group differences in alpha ERD. Firstly, there were no group differences in baseline power of theta/alpha, which would be expected to directly reflect DMN activity. Secondly, alpha ERD was clearly dependent on condition, that is, it was most prominent for targets that required an active response, less present for novels that required a response inhibition, and virtually not present for nontargets. Clearly, further research is required to delineate the underlying mechanism of alpha ERD reduction in schizophrenia and CHR patients.

The close association between the time-domain FRN component and the time–frequency alpha ERD component in CHR patients is intriguing. The distinct FRN topography, consisting of its defining mid-frontal sink (negativity) accompanied by off-midline centroparietal sources (positivity), has been observed as a stimulus- as well as a response-locked CSD component across a variety of visual and auditory ERP paradigms, including visual and phonetic oddball tasks (e.g., Kayser and Tenke, 2006a, 2006b; Kayser et al., 2010a), dichotic oddball (Tenke et al., 2008), novelty oddball (Tenke et al., 2010), and recognition memory (Kayser et al., 2007, 2010b), and interpreted as an index of ongoing motivational or action-monitoring processes. Importantly, the centro-parietal source is impacted by the response requirements, being asymmetric for left or right hand responses (i.e., larger over the ipsilateral hemisphere; cf. Kayser and Tenke, 2006a; Kayser et al., 2010a) but symmetric when no manual response is required (i.e., silently counting targets). However, the press (left or right) versus no press (counting) conditions are differentiated by a superimposed hemisphere asymmetry (i.e., more negativity over the left hemisphere for press; Kayser and Tenke, 2006a; Kayser et al., 2010a). Given that this FRN topography is strikingly similar to that of the error-related negativity (ERN) observed during correct trials (e.g., Gehring and Knight, 2000; Vidal et al., 2000), the ERN has been linked to theta oscillations (Luu and Tucker, 2001; Luu et al., 2004; Bernat et al., 2005), and the present alpha ERD factor had substantial contributions from lower frequencies in the theta and delta range, it could be hypothesized that impairments in theta-modulated response monitoring may underlie or contribute to the observed reductions in alpha ERD in CHR patients.

The observed overall asymmetry in alpha ERD, as well as the lack of alpha ERD asymmetry in CHR patients, may be understood in the same context, given that the current task requirements involved unilateral responses. As most participants were right-handed, and left versus right hand responses have yielded opposite P3 source asymmetries during auditory oddball tasks (although not of comparable magnitude; e.g., Kayser and Tenke, 2006a; Kayser et al., 2010a; Tenke et al., 1998), one might speculate that asymmetric contributions of motor preparation, execution, and monitoring between 400 and 800 ms resulted in the observed alpha ERD asymmetry and its absence in CHR patients. Interestingly, Kayser et al. (2010a) found that the FRN-related source asymmetry linked to manual response versus silent count of target tones was reduced in schizophrenia. Predominant right parieto-occipital alpha ERD has also been reported for right-handed healthy adults during the anticipatory S1–S2 interval of a cued motor response task, particularly for participants with weak lateralization of sensorimotor alpha activity, suggesting distinct alpha asymmetry patterns associated with motor or attentional processes (Deiber et al., 2012). However, more research is required to clarify the mechanisms underlying these alpha ERD effects.

While the auditory ERP findings for CHR patients closely parallel those observed for olfactory stimuli in virtually the same cohort (Kayser et al., 2013), they contrast with previous reports of reduced P3a and/or P3b in CHR patients (Atkinson et al., 2012; Bramon et al., 2008; Frommann et al., 2008; van der Stelt et al., 2005; Özgürdal et al., 2008; van Tricht et al., 2010). Contrary to expectations, even the novelty vertex source (i.e., the most distinct positive component among this family of P3-like components) was not altered in CHR patients compared to healthy controls. Still, severity of negative symptoms was associated with reduced P3b, and severity of general symptoms was likewise related to the ensuing centroparietal source, that is, to ERP positivities that are typically not dissociated in conventional ERP studies (i.e., these are likely encapsulated under a broader concept of P3 or late positive complex). These findings are in line with prior evidence linking negative symptoms to P3 reductions in schizophrenia (e.g., Mathalon et al., 2000). Regarding the lack of overall P3 reductions in CHR patients, the reasons for the discordance from prior research are not clear. Apart from ample differences in ERP methodology, prior studies typically employed a standard two-tone oddball paradigm, which differed from the present three-stimulus oddball task, which includes rare, unique events likely to result in increased alertness and processing demands. However, we note that Koh et al. (2011), who used a two-tone oddball task, did not find differences between ultra-high-risk patients and healthy controls in alpha inter-trial coherence, which could be expected to be a main contributor to P3 amplitude. Importantly, the failure to observe reduced P3 amplitude in CHR patients cannot be attributed to employing CSD-PCA methods, which do not obscure or create effects that are not present in the original data (cf. Fig. 3). Clearly, more research is needed to delineate the importance of paradigmatic and other methodological aspects for uncovering electrophysiologic deficits in individuals at risk.

Although the small sample size is a limitation of the present study, with only three CHR patients who later developed psychosis, this proportion is on par with previously reported transition rates (e.g., Gee and Cannon, 2011; Simon et al., 2011). However, the observation that the CSD waveforms to novel stimuli for these three converters prominently featured the characteristic novelty vertex source (Tenke et al., 2010) but surprisingly lacked a preceding novelty MMN, is intriguing given reports of impaired duration MMN in CHR patients (Atkinson et al., 2012; Bodatsch et al., 2011; Brockhaus-Dumke et al., 2005; Higuchi et al., 2013; Hsieh et al., 2012; Jahshan et al., 2012; Murphy et al., 2013; Shaikh et al., 2012; Shin et al., 2009). While we cannot stress enough the preliminary nature of this curious observation, it nevertheless underscores the potential value of MMN as a predictor of transition to psychosis. Taken together, the present ERP and ERSP findings reveal electrophysiological abnormalities in CHR patients during an auditory oddball paradigm that warrant further research with larger samples employing longitudinal or cross-sectional designs.

Finally, the linear multivariate data-reduction approach for CSD-transformed surface potentials using unrestricted, covariance-based Varimax-PCA (e.g., Kayser and Tenke, 2003), which we have successfully applied to novelty oddball ERPs (CSD-IPCA; Tenke et al., 2010) or EEG spectra at rest (CSD-PCA; e.g., Tenke and Kayser, 2005), has also been useful for the systematic decomposition of reference-free ERSP data (CSD-tPCA; Tenke et al., 2012). As a logical extension of our previous CSD-PCA methods, this data-driven approach identified and effectively summarized meaningful EEG oscillations within the theta and alpha spectrum without being constrained by rigid spectral (e.g., classic frequency bands) or temporal boundaries (i.e., static time windows). As efficient summaries of the database, the neuronal generator patterns underlying these event-related oscillations can be readily depicted as topographies, thereby providing details about regional contributions to ERD or ERD not seen with conventional time–frequency EEG analysis. For example, this approach revealed scalp locations of maximum alpha/theta energy that could be directly related to CSD dipoles observed in the time domain (e.g., N1 ERS with N1 sink, NVS ERS with NVS), or be plausibly linked to known neurophysiological principles (e.g., a regional alpha/mu generator pattern). Although PCA has been employed to decompose time–frequency structure of ERP averages (e.g., Bernat et al., 2007), and EEG epochs have been CSD-transformed before employing time–frequency analysis (e.g., Cohen et al., 2009; Roberts et al., 2013), the combined CSD-PCA approach for the time–frequency analysis of EEG epochs (i.e., ERSP) is an important development. It is also noteworthy that distinct time–frequency CSD components were observed for higher frequencies (i.e., beta; cf. Supplementary Fig. S2), and, while not a focus of the present study, may offer promise for the study of...
high-frequency oscillations, particularly given the negative impact of volume conduction on conventional EEG measures (e.g., Fein et al., 1988; Guevara et al., 2005; Roach and Mathalon, 2008; Schuff, 2005; Uhlhaas et al., 2008).

Supplementary data to this article can be found online at http://dx.doi.org/10.1016/j.jspysch.2013.12.003.
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